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Abstract

Machine Learning (ML) algorithms
have proven promising methodologies in
improving Cardiovascular (CV) risk predic-
tors based on traditional statistics. In the
present work, two case studies are reported:
CV risk prediction in patients affected by
Inflammatory Arthritis (IA), with attention
to Psoriatic Arthritis (PsA), and patients
who  experienced Acute Coronary
Syndrome (ACS).

Introduction

CV diseases are the leading cause of
death worldwide. Early detection is of cru-
cial importance to correctly treat patients
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and prioritized decisions. Addressing
behavioral risk factors (such as tobacco use,
unhealthy diet, and obesity, physical inac-
tivity, etc.) can prevent most CV diseases.
CV comorbidities deeply affect the quality
of life of patients affected by IA, while
patients which experienced ACS are at high
risk for ischemic and bleeding events. In
both scenarios, traditional CV risk scores
underestimated the CV risk and provided an
overall insufficient accuracy.!2 ML meth-
ods represent a promising approach to over-
come some of the limitations of traditional
techniques. They are applied to large
datasets and can better capture the high-
dimensional, non-linear relationships
among clinical features. This study aims at
comparing the performances of already
existing models with results obtained by
ML techniques in two medical scenarios
and discuss their potentialities.3-5

Materials and Methods

For the IA case study, Random Forest
(RF), Support Vector Machine (SVM) And
K-Nearest Neighbors (KNN) ML classifiers
were compared to Framingham Risk Score
(FRS) performances. The algorithms were
trained on the freely available Framingham
dataset and evaluated on two cohorts of
patients affected by PsA (155 subjects). For
the ACS case study, KNN and Naive Bayes
(NB) classifiers were used to develop the
final model. The algorithms were trained on
a cohort of 19826 adult patients with ACS
and evaluated on an external cohort of 3444
patients. Algorithms’ performances were
evaluated both in terms of their discrimina-
tion abilities (receiver operating character-
istic curve and area under the curve, sensi-
tivity, specificity, accuracy) and calibration
abilities (calibration plot). Relative vari-
ables importances were calculated in both
scenarios.
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Results

Results of IA case study are shown in
Figure 1 and Table 1. ML models revealed a
higher sensitivity in patients affected by
PsA. The features analysis results shed light
on the most important variables in predic-
tion, which are also considered by the tradi-
tional score FRS, such as Systolic Blood
Pressure (SBP), hypertension treatment,
and age. Moreover, several psoriatic arthri-
tis features such as C-Reactive Protein
(CRP) and Psoriatic Area Severity Index
(PASI) emerged as key predictors.

Calibration Plot

02 04 06

1 - Specificity

08

10

Observed
Predicted

3 4 5 6

7 8 9 10
Deciles of Predicted Risk

Figure 1. Receiver operating characteristic curves for algorithms
evaluation and comparison in the case of patients affected by PsA.

Figure 2. Calibration plot for death prediction. Probabilities have
been obtained by applying the NB classifier.
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Table 1. Performance metrics for algorithms evaluation and comparison in the case of

patients affected by PsA.

Sensitivity (%) 86 86 90 38
Specificity (%) 68 73 61 86
Accuracy (%) 70 75 65 79

A limitation of this study is the PsA
dataset’s size (155 patients), too small to
allow the training and validation of an ML
algorithm specifically on the PsA dataset.
Further studies should consider a larger PsA
dataset.

In the ACS case study, ML models pre-
sented excellent performances in terms of
discrimination abilities for the prediction of
patients’ death (Figure 2), ischemic risk
(reami), and bleeding risk (barc-MB).

Concerning calibration ability, the strat-
ification of risk deciles for all three out-
comes was considered as follows: low risk -
first to sixth deciles; intermediate risk - sev-
enth to ninth deciles; and high risk - tenth
decile. A gradual and progressive increase
in absolute event rates was observed across
risk classes for the three outcomes.
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A limitation of this study is the overes-
timation of risk in the last decile by the NB
classifier. Further algorithm improvements
may consider mixing this strategy with oth-
ers that can privilege underestimation, like
the Adaptive Boosting classifier.

Discussion and Conclusions

ML techniques are proposed as a promis-
ing approach to improve traditional methods
in terms of cardiovascular events classifica-
tion, probabilities calibration, and elucida-
tion of the importance of clinical variables
for diagnosis. Two different case studies
have been reported as successful examples of
ML application in the clinical field.
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